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ABSTRACT

Several multidecadal simulations have been carried out with the new version of the Community Climate
System Model (CCSM). This paper reports an analysis of the land component of these simulations. Global
annual averages over land appear to be within the uncertainty of observational datasets, but the seasonal
cycle over land of temperature and precipitation appears to be too weak. These departures from observa-
tions appear to be primarily a consequence of deficiencies in the simulation of the atmospheric model rather
than of the land processes. High latitudes of northern winter are biased sufficiently warm to have a
significant impact on the simulated value of global land temperature. The precipitation is approximately
doubled from what it should be at some locations, and the snowpack and spring runoff are also excessive.
The winter precipitation over Tibet is larger than observed. About two-thirds of this precipitation is
sublimated during the winter, but what remains still produces a snowpack that is very large compared to that
observed with correspondingly excessive spring runoff. A large cold anomaly over the Sahara Desert and
Sahel also appears to be a consequence of a large anomaly in downward longwave radiation; low column
water vapor appears to be most responsible. The modeled precipitation over the Amazon basin is low
compared to that observed, the soil becomes too dry, and the temperature is too warm during the dry
season.

1. Introduction

The inclusion of land in climate system models has
much advanced in realism and complexity since its in-
troduction by Manabe (1969) (e.g., Sellers et al. 1997).
All such models are constrained by principles of mass
and energy conservation and by observational data, and
have used global maps of land cover (e.g., Matthews
1983; Wilson and Henderson-Sellers 1985) to correlate
with observational data. Bonan et al. (2002) reviewed a
previous manifestation of the particular model we re-
port on here, the Community Land Model (CLM). The
current version of the land model, CLM3, has signifi-
cantly improved over its earlier versions as a result of

algorithmic improvements, better input from its parent
atmosphere, and use of a higher spatial resolution by
its parent model. The total system, the Community
Climate System Model version 3 (CCSM3), is to be a
major contributor to the Fourth Assessment Report
(AR4) by the Intergovernmental Panel on Climate
Change [IPCC; i.e., the follow-up to the Third Assess-
ment Report (TAR) as reported by Houghton et al.
(2001)]. Thus, it is important to scrutinize CLM3 scien-
tifically as thoroughly as possible. Such an examination
is the primary purpose of the present paper. What is
good? What is still not as good as we would like? What
scientific advances are likely to most benefit this model
in the near future?

Development of a land model was first initiated at
the National Center for Atmospheric Research (NCAR)
more than two decades ago (e.g., Dickinson et al. 1986),
but such a treatment has only become an accepted stan-
dard component of NCAR models with the introduc-
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tion by Bonan of the NCAR Land Surface Model
(LSM), based on earlier work at NCAR and elsewhere
(e.g., Bonan 1998). A “Common Land Model” was de-
veloped by Dai et al. (2003) to synthesize previous ad-
vances in land modeling and introduce new improve-
ments. After initial testing by Zeng et al. (2002), it was
incorporated into the Community Climate System
Modeling framework (Blackmon et al. 2001) as the
CLM2 with performance as described by Bonan et al.
(2002).

A model consists of structure and data. Land pro-
cesses are generally described at a local or plot scale
whereas they communicate with the atmosphere of a
climate model at the resolution of the atmospheric
model (referred to as grid scale). Thus, the structure of
CLM consists of local process rules together with rules
for scaling from the plot scale to the grid scale. Data are
included in the model either as universal constraints on
processes or as tables correlated with the land cover
description. Plot-scale processes are highly complex
and studied by many scientific communities for many
purposes. This complexity must be considerably simpli-
fied (i.e., in the sense of “dimensionality reduction”) to
focus on the climate model’s more important objec-
tives. These objectives are to determine land surface
climate statistics and to simulate the interactions of
land with the atmosphere on the grid scale. How best to
link plot scale to the grid scale as well as how to best
utilize current satellite data provided on an intermedi-
ate scale are complex issues of statistical modeling that
are currently under active development.

Since Bonan et al. (2002), the CLM has been exten-
sively scrutinized as a software package and in terms of
its simulations. The land climate it simulates has sub-
stantially improved as a result of advances in (a) its
process formulation and (b) its parent atmospheric
model through better physics and higher resolution.

This report emphasizes a description of the CLM3’s
contribution to climate simulations that include, in the
full model, coupled oceans and sea ice [Oleson et al.
(2004) provide a comprehensive documentation of the
algorithms currently used by CLM].

2. Description of models and observational data
used

As part of its support for the CCSM, NCAR carries
out and archives a wide variety of climate simulations
with current versions of CCSM. These are done either
with the complete model or with various partial ver-
sions. For the latter, CLM can be integrated either with
a prescribed atmosphere or with an interactive atmo-
sphere but with prescribed sea surface temperatures
(SSTs) and sea ice concentrations (fractional coverage).
More is learned by comparisons of observations with
ensembles of simulations than with a single simulation.
Furthermore, if the ensemble members have distinct
features, something may be learned about the roles of
these features. Thus, we use an ensemble of simulations
that are distinguished in terms of being the previous
(CLM2) versus the current (CLM3) version of CLM,
and in having prescribed or simulated SSTs, and in be-
ing of the old (T42) or new (T85) standard resolution of
the parent atmospheric model [Community Atmo-
sphere Model (CAM); Table 1].

Of the various process description changes made in
advancing from CLM2 to CLM3, only two have been
established to have noticeably changed the simulated
climate. Both are largely the replacement of an algo-
rithmically “defective” by a “satisfactory” treatment,
rather than a fundamental advance in understanding of
land processes. In particular, the conductance for trans-
fer of sensible heat and moisture from soil to canopy air
space was previously set to a constant that was intended

TABLE 1. Description of simulations analyzed for this paper. The left column is the name given to a simulation (model and its
resolutions). The other columns show what component models it uses.

Simulation

Component models

Years analyzedAtmosphere Land Ice Ocean

CCSM3.0_T85 CAM3.0 CLM3.0 CSIM5.0a CCSM3.0 POPb 401–450
CCSM3.0_T42 CAM3.0 CLM3.0 CSIM5.0 CCSM3.0 POP 601–650
CAM3/CLM3_T85 CAM3.0 CLM3.0 CAM CSIMc CAM docnd 11–50
CCSM2.0_T85 CAM2.0 CLM2.0 CSIM4.0 CCSM2.0 POP 601–650
CCM3/CLM2_T42 CCM3 CLM2.0 CAM dicee CAM docnf 1984–1995

a CSIM: Community Sea Ice Model.
b POP: Parallel Ocean Program.
c Prescribed sea ice concentrations (fractional cover) and thickness.
d Prescribed climatological SSTs.
e Prescribed sea ice concentrations.
f Prescribed monthly SSTs.
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for dense vegetation but was a value much too small to
be realistic for sparse vegetation; the net effect of this
low conductance was that soil temperatures under
sparse vegetation and heated by the sun become much
too warm. This effect also substantially increased the
surface air temperatures (up to several degrees or
more) in semiarid regions. LSM previously suffered this
problem less severely because it had adopted a larger
constant conductance that had been inferred from ob-
servations involving less dense vegetation. The defec-
tive treatment in CLM had been adopted from the Bio-
sphere–Atmosphere Transfer Scheme (BATS) as de-
scribed in Dickinson et al. (1986). However, the latter
was not similarly degraded because of its compensating
unrealistic assumption of canopies always being opaque
to solar radiation (Yang et al. 1999). A completely sat-
isfactory treatment of undercanopy turbulent transport
would involve more advanced micrometeorological
modeling than is currently available. However, given
the severity of the errors in simulation, we have tested
various simpler fixes based on dimensional arguments
that make the resistance depend on leaf and stem area
index (LAI and SAI; Zeng et al. 2005), and imple-
mented one in CLM3 (the effect of which is shown in
Fig. 1a). The second such “improvement” involves a
diagnostic 2-m temperature calculation that previously
did not consistently include stability corrections and as
a result under some conditions could generate biases of
a few tenths of a degree in the diagnostic temperature
estimation (Fig. 1b).

Early climate models were sufficiently inaccurate
that surface air temperature observations could be
compared with modeled soil or lowest model-level tem-
perature, since the differences of several kelvins or
more were within the accuracy attempted by the model.
The diurnal cycle was usually ignored. In general, the
logic of comparisons with observations requires repro-
ducing in the model what is seen in the observation only
to the accuracy expected from the model. The physical
descriptions of land processes and their coupling to the
atmosphere have become capable of providing tem-
peratures over a grid square to an accuracy of about
1 K. Hence, a diagnostic surface air temperature is
needed to that accuracy or better. Further accuracy in
the provision of this temperature than attempted here
may require a more accurate micrometeorological
treatment of the timing and conditions under which the
meteorological observations are currently made. Such
corrections are expected to be less than 1 K.

The CLM3 has been much improved relative to
CLM2 in various aspects of its code that allow more
flexibility and efficiency in applications on a variety of
high performance platforms. Of particular importance

are (a) optimum performance on both cache-dependent
workstations and vector processor supercomputers, and
(b) a subgrid-scale data structure in three levels. The
internal data structures of the model were modified and
the code was reorganized to achieve reasonable perfor-
mance on two new vector architectures: the Earth
Simulator in Japan and the Cray XI at Oak Ridge Na-
tional Laboratory. This significant software engineering
effort improved performance on both scalar/cache-
based and vector platforms (1.8 times speedup on the
IBM Power4 and 25.8 times speedup on the Cray X1).
The code modifications for vectorization along with
performance results are presented in Hoffman et al.
(2005).

CLM, as its predecessor LSM, has included the idea
of subgrid tiles that represent a histogram of the differ-
ent forms of land cover within a grid square. These
currently include lakes, glaciers, wetlands, and up to 16
standard land “plant functional types” (PFTs) that can
include a “bare” soil. These surface types and their
biophysical characteristics have not changed from that
documented in Bonan et al. (2002). The tiling structure
has now been extended to three levels in which grid
cells are composed of multiple land units (e.g., glacier,
lake, and vegetated), each of which can have snow col-
umns, and the vegetated land units can have PFTs and
soil columns. It is possible to distribute the PFTs over
any of these levels, but for the sake of efficiency, this
standard CLM has done this over the inner-level grid,
which shares a common soil column. Except for differ-
ent root profiles for different PFTs, no aspects of com-
petition between PFTs are represented in the standard
CLM.

Observational datasets for testing the model are the
same as those used in Bonan et al. (2002). Monthly
observed terrestrial air temperature and precipitation
are provided by version 3.01 of the Willmott and Mat-
suura (2000) climatology covering the period 1950–96.
Observed monthly snow depth was obtained from the
global snow depth climatology of Foster and Davy
(1988). Observed runoff was obtained from the Univer-
sity of New Hampshire–Global Runoff Data Center
(UNH–GRDC) 0.5° monthly climatological composite
runoff fields as inferred from river discharges (Fekete
et al. 2000, 2002).

In addition, to help quantify the uncertainty in ob-
servations of temperature and precipitation, we employ
several other datasets. For precipitation, we also use
version 2 of the Global Precipitation Climatology Proj-
ect (GPCP) dataset for 1979–2004 (Huffman et al. 1997;
Adler et al. 2003), the Legates and Willmott climatol-
ogy for 1920–80 (Legates and Willmott 1990a), the Pre-
cipitation Reconstruction over Land (PREC/L) clima-
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FIG. 1. (a) Differences in simulated annual 2-m air temperature (K) due to a change in the param-
eterization for resistance to transfer of sensible heat and moisture from soil to canopy air space (RESIST
� Control) and (b) inclusion of consistent stability corrections (STABIL � Control), as described in the
text. All three simulations were run with a version of CAM2/CLM2 for 22 yr with prescribed monthly
SSTs (1979–2000). The first five years were discarded for spinup. “Control” in this figure only refers to
the earlier CLM 2.0 version.
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tology for 1948–2001 (Chen et al. 2002), the Climate
Prediction Center (CPC) Merged Analysis of Precipi-
tation (CMAP) climatology for 1979–98 (Xie and Arkin
1997), and the GXGXS dataset, which is a blend of
multiple precipitation products for 1979–2000 (Large
and Yeager 2004). Precipitation from the Tropical
Rainfall Measuring Mission (TRMM) for 1998–2003 is
also used for regions over the range of latitude 40°S–
40°N. Additional temperature datasets used are the
Legates and Willmott climatology for 1920–80 (Legates
and Willmott 1990b). All datasets are interpolated from
their native resolution to T85. Regional averages are com-
puted by applying the CCSM3.0_T85 land mask and frac-
tional land to each dataset and applying area weighting.

3. Comparison of the land and near-surface
atmospheric variables as simulated versus
observed

a. Global comparisons

The 50-yr records of the simulations analyzed here
are long enough to be useful for determination of year-
to-year climate variability of land variables (e.g.,
Manabe and Stouffer 1996). Figure 2 shows the 50-yr
record of land annual surface temperatures, precipita-
tion, absorbed solar radiation, and downward longwave
radiation of area- and time-weighted averages for the
standard model and its low-resolution version,
(CCSM3.0_T85 and CCSM3.0_T42). All the other state
variables that are computed for land (not shown here),
when similarly averaged, correlate to some degree with
the temperature or precipitation records and have com-
parable levels of global variability. Such variability is
expected to result from long-period variability of the
coupled ocean–atmosphere element of the climate sys-
tem as correlated to SSTs but will also include compo-
nents of long-term “memory” related to land state vari-
ables. The larger excursions seen of � 0.25 K and 0.1
mm day�1 are likely associated with large anomalies in
tropical ocean SSTs (Koster et al. 2002; Reale and
Dirmeyer 2002). However, attribution of “causes” of
the land climate variability is not attempted here except
as an approach to identify likely sources of biases in the
land climatology that may result from biases in other
components of the model. The correlations between
surface radiative forcing and temperature are remark-
ably strong, more so for downward longwave radiation
than for downward or absorbed solar radiation (Table
2). This strong correlation between downward long-
wave and surface temperatures is consistent with link-
ages between land and oceanic variability. The greater
correlation of absorbed than incident solar radiation
indicates a correlation of albedo with temperature as

expected from snow albedo feedbacks (e.g., Hartmann
1994, p. 234). It may also be contributed to by regions
of lower albedo having the strongest correlation be-
tween incident flux and temperature. The regression

FIG. 2. Annual averages over global land of 2-m air temperature
(K), precipitation (mm day�1), absorbed solar radiation (W m�2),
and downward longwave radiation (W m�2) for 50 yr of the
CCSM3.0_T42 (years 601–650) and CCSM3.0_T85 (years 401–
450) control simulations.
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coefficients in Table 2 quantify the connections be-
tween atmospheric radiative forcing and land air tem-
peratures. In particular, an increase of net land radia-
tion of 7–8 W m�2 is associated with an increase in
surface air temperatures of 1 K.

This correlation results from some combination of
the temperature response to radiative forcing and ra-
diative feedbacks resulting from temperature change.
The latter involves changes in column temperature and
water vapor profiles and cloud properties that change
the downward radiation. The feedback from clear-sky
downward longwave radiation is estimated to be ap-
proximately 2 W m�2 K�1, as would account for the
difference between the solar and longwave regression
coefficients.

The lack of correlation between global land tempera-

ture and precipitation is a consequence of multiple
mechanisms of differing signs. In colder regions and
those without water limitations (e.g., see Table 3), their
increased water-holding capacities and increased
evapotranspiration with higher temperature generally
give positive such correlations whereas in warm but
water-limited regions a reduction of evapotranspiration
with reduction of precipitation can give a warmer sur-
face and hence a negative correlation [e.g., June–
August (JJA) in Table 5].

Figure 3 shows the annual cycle of global mean pre-
cipitation and temperature for a variety of observa-
tional datasets versus that obtained by the control simu-
lation. Annual averages appear to be consistent with
the observations. However, the modeled temperatures
are somewhat high in winter. Although this bias may be

TABLE 2. Linear correlations between annual global land 2-m air temperature and precipitation (T�P�), downward solar radiation
(T�SD�), absorbed solar radiation (T�SA�), and downward longwave radiation (T�LD�). Here, r is the sample regression coefficient, and
b is the slope of the regression line. The units for b are K (mm day�1)�1 for T�P�, and K (W m�2)�1 for T�SD�, T�SA�, and T�LD�.
Results for the confidence level p are not shown for p � 0.1.

T�P� T�SD� T�SA� T�LD�

r b p r b p r b p r b p

CCSM3.0_T85 0.00 0.00 — 0.38 0.08 �0.01 0.51 0.12 �0.01 0.72 0.15 �0.01
CCSM3.0_T42 0.21 1.03 — 0.19 0.04 — 0.39 0.11 �0.01 0.83 0.19 �0.01

TABLE 3. Linear correlations between DJF high-latitude Northern Hemisphere land (45°–90°N, 0°–360°E) 2-m air temperature and
precipitation (T�P�), absorbed solar radiation (T�SA�), and downward longwave radiation (T�LD�), and downward longwave radiation
with low clouds (LD�LC�), medium clouds (LD�MC�), high clouds (LD�HC�), and total clouds (LD�TC�). Here r is the sample
regression coefficient, and b is the slope of the regression line. The units for b are K (mm day�1)�1 for T�P�, K (W m�2)�1 for T�SA�
and T�LD�, and W m�2 (% cloud)�1 for the cloud correlations. Results for the confidence level p are not shown for p � 0.1.

Model

CCSM3.0_T85 CCSM3.0_T42 CAM3/CLM3_T85 CCSM2.0_T42

T�P� r 0.25 0.74 0.59 0.41
b 3.62 13.64 7.41 7.47
p 0.09 �0.01 �0.01 �0.01

T�SA� r 0.06 �0.36 �0.38 0.20
b 0.13 �1.32 �1.24 0.44
p — �0.01 0.02 —

T�LD� r 0.98 0.99 0.99 0.97
b 0.25 0.25 0.24 0.26
p �0.01 �0.01 �0.01 �0.01

LD�LC� r 0.57 0.61 0.62 0.20
b 2.10 3.65 2.51 0.68
p �0.01 �0.01 �0.01 —

LD�MC� r �0.01 0.05 0.22 �0.10
b �0.06 0.26 1.07 �0.41
p — — — —

LD�HC� r 0.27 0.59 0.63 0.40
b 1.02 2.38 2.32 1.43
p 0.06 �0.01 �0.01 �0.01

LD�TC� r 0.68 0.76 0.66 0.18
b 2.83 4.83 2.73 0.77
p �0.01 �0.01 �0.01 —
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within the noise level on the global mean, it derives
mostly from larger anomalies from high latitudes in the
Northern Hemisphere. The seasonal cycle of modeled
precipitation also appears to be somewhat weaker than
observed.

As the present study examines a land model as part
of an integrated system, it is not possible to make direct
comparisons with other land models alone. Various
versions of the CLM have been extensively compared
with local site data (e.g., Dai et al. 2003). Simulated
surface fluxes of the coupled system can be compared
to the Atmospheric Model Intercomparison Project
(AMIP II) analysis of Henderson-Sellers et al. (2003).
As this paper does not include a standard AMIP II
simulation, a precise comparison is not possible. Their
Fig. 3 shows, for global average, that the more recent
models cluster around a ratio of sensible to latent heat
in the range 0.55–0.75, with European Centre for Me-
dium-Range Weather Forecasts (ECMWF) and Na-
tional Centers for Environmental Prediction (NCEP)–
NCAR reanalysis datasets on the low end of this range.
The control of this study has a ratio of 0.68. Tropical
sensible fluxes, for example, the Amazon, appear to be
on the high side, possibly by as much as a factor of 2,
relative to model consensus.

Bonan et al. (2002) described the major regional
model biases found in CLM2/CAM2 at that time. To
what extent do these biases persist, and how have they
changed with advancement in the land and atmospheric
model or by inclusion of an interactive ocean?

b. Northern high latitudes

Perhaps the most striking biases noted in Bonan et al.
(2002) were at high northern latitudes in winter. Figure
4 compares December–February (DJF) for the stan-
dard model (CCSM3.0_T85) for surface air tempera-
tures and precipitation with those observed north of
45°N. As in earlier models, high latitudes continue to
show such a warm bias, in some regions, of over 10 K.
As the region shown in Fig. 4 contains about one-fourth
of the global land surface, an average anomaly of 4 K,
approximately as seen, would bias the global average
by 1 K. We consider further the large discrepancy seen
in Alaska. We use all the model versions in ensemble
form for the graphical comparison but quantify only the
comparisons with the standard model version. The
other versions, for the most part, agree better with this
control than with the gridded observations.

Figures 5 and 6 compare the seasonal cycle of the
Arctic Alaska and the remainder of Alaska, respec-
tively, with the reference dataset. Also plotted are sea-
sonal averages from Alaskan station tabulations, Bar-
row (north coast) and Bettles (on south side of Arctic

FIG. 3. Land seasonal cycle of 2-m air temperature (°C) and
precipitation (mm day�1) over global land for the CCSM 3.0_T85
control compared to the various observational datasets, i.e., Will-
mott and Matsuura (2000), GPCP (Huffman et al. 1997; Adler et
al. 2003), Legates and Willmott (1990a,b), PREC/L (Chen et al.
2002), CMAP (Xie and Arkin 1997), and GXGXS (Large and
Yeager 2004). The bars with whiskers show the range of model
simulations (Table 1) for March, July, and November.
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box), which bracket the Arctic region, and averages of
Nome (east coast), Valdez (south coast), St. Paul (south
coast), and Fairbanks in the middle of the lower Alaska
box. The Arctic region is either 10 K too warm or 6 K
too warm in winter depending on whether we believe
the gridded comparison data or the station data. For the

rest of Alaska, the model in winter is either about 9 K
too warm if compared only with the interior station
(Fairbanks) or could be about right if coastal stations
are given equal weight. Thus, it is possible that some of
the disagreement would disappear if different choices
were made in determining how to map the station data

FIG. 4. The CCSM3.0_T85 2-m air temperature (°C) and precipitation (mm day�1) for Northern Hemisphere
(45°–90°N) (a), (b) winter (DJF average) and (c), (d) summer (JJA average) minus observations (Willmott and
Matsuura 2000).
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to gridded data. The presence of large gradients not
adequately resolved by the station data used to provide
the gridded data may be a general difficulty in compar-
ing simulated surface temperatures for regions contain-
ing extensive coastlines such as Alaska. The model

shows a factor-of-2 overprediction of the Alaskan win-
ter precipitation. Snowfall is notoriously difficult to
measure, but the inference of a model excess is sup-
ported by the comparable excess in model-versus-
measured runoff and snow depth. Some of the snow

FIG. 5. Seasonal cycle of 2-m air temperature (°C), precipitation (mm day�1), total runoff (mm day�1),
and snow depth (m) compared to observations in the Alaskan Arctic (66.5°–72°N, 170°–140°W) for the
ensemble of simulations described in the text. Observations are from Willmott and Matsuura (2000; air
temperature and precipitation), Fekete et al. (2002; runoff), and Foster and Davy (1988; snow depth).
Model grid cells containing glaciers were masked out. Snow depth from CCM3/CLM2_T42 was not
available. Also shown on the temperature plot are Barrow (triangles) and Bettles (squares) monthly
station temperature data (obtained online at http://www.climate-zone.com).
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depth excess is also attributable to the model’s neglect
of sublimation of blowing snow, which would reduce
the snow depth by at least 0.03 m (Bowling et al. 2004).

In the Alaskan Arctic summer, the “data” appear to
be an average of the interior Bettles and coastal Barrow
temperatures, whereas the model is not much warmer
than coastal Barrow. Thus, although the model in sum-
mer in the Alaskan Arctic is evidently too cold by a few
degrees, exactly how much may be difficult to judge. In

the lower Alaska box, the average of coastal and inte-
rior station temperatures in summer is about equal to
the value of the data. On the other hand, the modeled
temperatures (Fig. 6) are about 2–3 K colder than the
coldest coastal station (St. Paul) such that simulated
summer is colder by at least 5 K compared to both the
station average and the data. This summer coolness
appears to be connected to an excessively active hydro-
logical cycle all year round. The snow season lasts up to

FIG. 6. Same as in Fig. 5, but for Alaska. Station data are for (59°–66.5°N, 170°–140°W) Fairbanks
(triangles), Nome (squares), Valdez (circles), and St. Paul (asterisks).
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several months longer than observed, and even after
the snow disappears, the soil remains close to saturated,
and overall the low clouds also appear to be excessive
compared to those from the ISCCP D2 data (not
shown; e.g., Rossow and Schiffer 1999). The ISCCP flux
down (FD) (Zhang et al. 2004) estimation of incident
solar radiation for this box in summer (not shown) ex-
ceeds by about 100 W m�2 that which is provided by the
model.

The year-to-year variability of the winter air tem-
peratures for land poleward of 45°N is almost perfectly
(0.98–0.99) correlated with the variability of the down-

ward longwave radiation (Table 3). This correlation in-
dicates that a 1 W m�2 increase in downward longwave
radiation corresponds to about a 0.25-K increase in air
temperature. As some of the change in downward long-
wave radiation is likely positive feedback (possibly as
much as half), this correlation coefficient is regarded as
providing an upper limit to the radiative forcing needed
to change surface temperatures by a given amount.
Consequently, modeling the observed temperatures
may require a reduction in downward longwave radia-
tion that is approximately 10 W m�2.

Decreases of precipitation also correlate with de-

FIG. 7. Zonal averages of differences between models (CCSM2.0_T42 and CCSM3.0_T85) and ob-
servations of land 2-m air temperature (°C), downward longwave radiation (models only; W m�2), top
of the atmosphere clear-sky upward longwave radiation (W m�2), and low clouds (percent). Observa-
tions are from Willmott and Matsuura (2000; air temperature), the Earth Radiation Budget Experiment
(ERBE; TOA clear-sky upward longwave radiation), and Hahn et al. (1988; low clouds). To account for
missing data in the observed low-cloud climatology, only the model grid cells that had corresponding
valid observed values were incorporated into the zonal mean.
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creases of air temperature, presumably in part because
of the decreased capacity of the atmosphere to hold
water. The warm bias is significantly less than in the
previous version of the model (Fig. 7). The downward
longwave radiation has also been reduced in approxi-
mate agreement with the above inferred sensitivity pa-

rameter. This reduction appears to have been caused
largely by a reduction in low clouds although they may
still be in excess (Fig. 7). The excess low clouds and
high surface temperatures appear to indicate that mod-
eled downward longwave is still too large.

Several minor flaws in the land model may also ex-

FIG. 8. Seasonal cycle of 2-m air temperature (°C), precipitation (mm day�1), total runoff (mm day�1),
and snow depth (m) compared to observations in (a) eastern Canada (50°–60°N, 80°–55°W), (b) north-
ern Europe (60°–70°N, 5°–45°E), and (c) eastern Siberia (50°–66.5°N, 90°–140°E) for the ensemble of
simulations described in the text. Observations are from Willmott and Matsuura (2000; air temperature
and precipitation), Fekete et al. (2002; runoff), and Foster and Davy (1988; snow depth). Model grid cells
containing glaciers were masked out. Snow depth was not available from CCM3/CLM2_T42.
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plain some of the bias. In particular, an erroneously low
value was used for snow emissivity, that is, a value of
0.97, in disagreement with a more appropriate value of
0.99, for example, as obtained by Dozier and Warren
(1982) for hemispheric emissivity. Also of concern are
the differences in determining the 2-m temperature in
the model compared to the observational procedures.
The model calculates it as a 24-h average of the tem-
perature above the vegetation (e.g., forests), whereas it
is measured as the average of daily maximum and mini-

mum temperatures in a clearing. For stable winter con-
ditions, the modeled temperature is expected to have a
high bias from this difference. Also, inaccuracies in es-
timation of fractional snow cover may bias the albedo
low, leading to warmer temperatures equatorward of
polar night.

Figure 8a shows that the overall climatological dis-
agreements for the eastern Canada box are less than for
Alaska. The control with interactive ocean is cold in
summer by 2–3 K, but the temperature of CLM3 with

FIG. 8. (Continued)
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the same resolution but with prescribed SSTs is close to
that observed. The control precipitation is too high in
spring. However, snow depth is within the accuracy of
the observations, and the difference between observed
and modeled runoff is consistent within the probable
accuracy of the observations. Figure 8b shows northern
Europe as another area of reasonable agreement, and
Fig. 8c shows that eastern Siberia appears to be too
warm in winter but in very good agreement with obser-
vations in other seasons. Its hydrological cycle appears

to be too active and the peak runoff occurs too early,
likely in part resulting from too early a snowmelt. The
concentration of winter warm anomalies around Alaska
and Siberia (Fig. 4a) is consistent with differences (not
shown) between simulated and observed winds in the
lower troposphere. In particular, where the warmest
anomalies occur, the modeled 850-mb winds are
anomalously southerly by 3–5 m s�1 and where tem-
peratures are less in disagreement, winds are anoma-
lously northerly by about the same amount.

FIG. 8. (Continued)
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In conclusion, simulation biases in high-latitude win-
ters are sufficient to have a significant impact on the
global average land climatology. In this region and sea-
son, surface temperature variability is very highly cor-
related with downward longwave. Excessive low clouds
promote an excess in this downward longwave radia-
tion. This excess warms the surface and the warmer
surface promotes excess precipitation, snowpack, and
runoff. The largest anomalies occur when the surface
temperatures are further increased by anomalously

southerly winds, but where winds are too northerly, the
excess downward longwave is compensated. Summers
are too cold in high latitudes, apparently because of
reduction of solar radiation by excess of clouds and
probably also contributed to by the excess of winter
snowpack.

c. Over Tibet

Figure 9 shows the simulated net radiation, sensible
and latent heat fluxes, air temperature, precipitation,

FIG. 9. Seasonal cycle of 2-m air temperature (°C), precipitation (mm day�1), total runoff (mm day�1),
snow depth (m), net radiation (W m�2), and sensible and latent heat (W m�2) in the Tibetan Plateau
(30°–40°N, 80°–100°E) for the ensemble of simulations described in the text. Model grid cells containing
glaciers were masked out. Snow depth was not available from CCM3/CLM2_T42.
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runoff, and snow accumulation over Tibet for the vari-
ous model versions. The observations are uncertain be-
cause of the need to apply elevation corrections to the
mapped temperatures and the apparent sparseness of
the data. The air temperature of the control model ap-
pears to be substantially colder than the gridded obser-
vations only in spring. However, several other lines of
evidence indicate a summer season that is somewhat
too cold. Various authors have recently estimated some
of the modeled quantities through remote sensing or by
modeling coupled with observations. In particular, Oku
and Ishikawa (2004) provide a thermal-imagery-based
estimation of annual-diurnal variation of skin tempera-
ture from the Geostationary Meteorological Satellite
(GMS). Skin temperature has a stronger diurnal range
than air temperature, but skin and air temperature tend
to be reasonably close averaged over a 24-h period.
Their data support winter temperatures, if anything,
a few degrees colder than indicated, as measured in
Fig. 9. They also support early spring temperatures
closer to that modeled. However, they also indicate that
there are about six months when the skin temperature
is so in excess of freezing that very little snow could be
present, again suggesting that the modeled summer
could be too cold. This bias may be a result of too-
extensive cloudiness and a consequent underestimation
of net radiation by the model [the latter supported by
surface observations reported by Gao et al. (2004)].

Considering the substantial spatial variability and
large diurnal variability of temperature over Tibet as
indicated by Oku and Ishikawa (2004) and Wen and Su
(2003), it may not be possible to achieve much better
agreement with temperature observations than shown
here. However, the modeled hydrological cycle is likely
too active. In particular, the annual runoff is at least
twice that estimated by observations. The observational
estimates of precipitation and of runoff could both be
low by as much as a factor of 2 in midsummer, but their
peak cannot be off by more than a month. The modeled
wintertime precipitation is about 1 mm day�1, whereas
the observations indicate 0.2 mm day�1. Evidently, the
model is producing much more winter and spring snow-
fall than would be realistic. Although as shown by the
plotted latent flux, about two-thirds of the snowfall is
sublimated, the remaining snowpack still exceeds that
measured by an order of magnitude and, consequently,
the spring runoff is far in excess of that observed. Sev-
eral other observational datasets were examined for
consistency (i.e., those referenced in the legend of Fig.
3). They show that the observational datasets bracket
to some extent the magnitude of the precipitation peak
during summer, but all show the CLM precipitation to

be far too high in other months. They are, however,
likely to all be based on much the same station data.

The lower-tropospheric circulation anomalies men-
tioned in the previous section are connected to a Sibe-
ria high shifted too far eastward and a westerly wind
anomaly to the east of Tibet that would advect rela-
tively moist air. The unrealistic precipitation may also
be contributed by inadequate model resolution or from
problems with the formulation of atmospheric and land
processes in the complex terrain. The summer tempera-
ture cold anomaly appears to result from the excessive
snow lasting into the summer, but it may also occur
from an inadequate treatment of the complex terrain,
its interaction with snow dynamics, and their joint de-
termination of springtime albedos. The albedo of Tibet
in winter as measured by the Moderate Resolution Im-
aging Spectroradiometer (MODIS) is much less than
expected for a snow surface, supporting the surface
measurements of nearly no snowpack. Considerable
snow, however, could have blown into low areas shaded
from satellite view. In any case, the observed overall
low surface albedos in winter would support a much
more rapid warming and melting of whatever snow had
accumulated than would the high albedos of flat snow
surfaces provided by the model. Flanner and Zender
(2005) have shown that including penetration of solar
radiation into the snowpack can reduce its depth and
increase surface temperatures.

d. Africa

Figure 10 shows the annual average difference over
Africa between modeled and observed air tempera-
tures, downward longwave radiation, total precipitable
water, and downward solar radiation. The surface air
over North Africa is cold in the model by several de-
grees. The current surface radiation formulation may
introduce a small cold bias. In particular, the unrealistic
high value of surface emissivity, that is, 0.96 versus ob-
served closer to 0.90 (Ogawa and Schmugge 2004) may
account for a few tenths of a degree (Zhou et al. 2003).
Although the modeled albedo in the Sahel may be
somewhat high, and in the Sahara somewhat low (Ole-
son et al. 2003; Wang et al. 2004), the Clouds and the
Earth’s Radiant Energy System (CERES) shortwave
cloud forcing indicates that the overall impact of this
term is small.

There is a pronounced negative anomaly in the
downward longwave flux over North Africa (Fig. 10b as
estimated by the ISCCP FD product) that is consistent
with an overlying atmosphere that is too cold and dry
and so provides too little downward longwave to the
surface. Solar fluxes are in better agreement with ob-
servations (Fig. 10d). The model-simulated total pre-
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cipitable water (TPW) is low by about 8 mm compared
to that given by MODIS (Fig. 10c). A similar but not-
quite-so-strong difference is seen in comparison with
ECMWF and NCEP–NCAR reanalyses (not shown).

Table 4 shows correlations between annual mean air
temperature, downward longwave radiation, and total
precipitable water for the Sahara Desert region. Tem-
perature is strongly correlated with downward long-
wave radiation and TPW in all models. The tabulated
regression coefficients associate a deficit in TPW of 8
mm with a 26 W m�2 deficit in downward longwave and
temperatures cold by 3 K. These estimates are in agree-
ment with the observed temperature deficit, but corre-

FIG. 11. Seasonal cycle of 2-m air temperature (°C), precipitation (mm day�1), and total runoff (mm
day�1) in (left column) the Sahel (6°–16°N, 5°W–15°E) and (right column) the Sahara Desert (16°–30°N,
20°W–30°E) regions for the ensemble of simulations described in the text.

TABLE 4. Linear correlations between annual land 2-m air tem-
perature and downward longwave radiation (T�LD�), and down-
ward longwave radiation and total precipitable water (LD�TPW�)
for the Sahara Desert (16°–30°N, 20°W–30°E). Here r is the
sample regression coefficient, and b is the slope of the regression
line. The units for b are K (W m�2)�1 for T�LD� and W m�2

mm�1 for LD�TPW�.

Model

T�LD� LD�TPW�

r b p r b p

CCSM3.0_T85 0.67 0.12 �0.01 0.75 3.27 �0.01
CCSM3.0_T42 0.71 0.14 �0.01 0.71 3.04 �0.01
CAM3/CLM3_T85 0.71 0.11 �0.01 0.79 3.18 �0.01
CCSM2.0_T42 0.70 0.12 �0.01 0.76 3.10 �0.01

1 JUNE 2006 D I C K I N S O N E T A L . 2319



spond to a downward longwave deficit less than that
seen in Fig. 10b. This Fig. 10b estimate of downward
longwave flux is most likely to be in error, since it is
obtained by more indirect means than the TPW or the
temperatures. The deficit of TPW is less in the Sahel,
but reinforced by a negative bias in the downward solar
radiation (Fig. 10d) coupled with slightly high albedos
(Oleson et al. 2003; Wang et al. 2004) that may also
contribute to the cold bias.

Figure 11 compares the seasonal cycle of surface air
temperature, precipitation, and runoff over the Sahel
and Sahara for all the model versions with that ob-
served. The cold temperature anomaly over the Sahel
was increased in moving from CLM2 to CLM3, and
higher resolution also makes it slightly worse. Precipi-
tation appears reasonable except for a springtime ex-
cess that may be connected to the peak in the cold
temperature anomaly at that time, while runoff is over-
estimated in most months. Over the Sahara, the tem-
perature anomaly has improved in midwinter to better
match the observed values but has worsened in summer
relative to that observed and compared to some of the
other model runs. Summer precipitation is considerably
higher than observed and becomes more so with higher
resolution. The model also continues to have a problem
(not shown) with a large excess of precipitation over
the Arabian Peninsula.

e. Northern South America

The Amazon basin is biased warm and dry in most
months, and runoff is overall low compared to obser-
vations (Figs. 12 and 13). Annual precipitation is un-
derestimated by about 16%, but disagreements are
more pronounced in the wet season. The model wet
season starts a month or two earlier but does not have
nearly as strong a peak as observed. Biases in runoff
follow the precipitation biases (annual runoff is only
about half of that observed).

The largest warm biases occur in the July through
September dry season and are associated with a large
deficit of evapotranspiration accompanying a strong
depletion of soil moisture. The Amazon forests, how-
ever, are known to continue to transpire through the
dry season, and only pastures show such a deficit (Mat-
suyama 1992; Fu and Li 2004; Shuttleworth 1988; Malhi
et al. 2002; Nepstad et al. 2002). Annual evaporation of
intercepted water in CCSM3.0_T85 is 34% of rainfall,
about double that expected (Shuttleworth 1988;
Ubarana 1996; Marin et al. 2000). Also, 64% of rainfall
is returned to the atmosphere by evapotranspiration,
which compares with observational estimates that are
closer to 50% (Shuttleworth 1988; Matsuyama 1992;
Malhi et al. 2002). The excess canopy evaporation is

eliminated in CLM versions under development that
provide more realistic downscaling to the fractional ar-
eas and intensities of the actual precipitation. Elimina-
tion of the deficit in runoff and the excessive drying
may require an atmospheric model that provides more
realistic amounts of precipitation and improvements in
CLM’s treatment of soil water (e.g., Nepstad et al.
1994), and perhaps also its modeling of transpiration
(Dai et al. 2004).

The temperature, precipitation, and runoff biases

FIG. 12. CCSM3.0_T85 annual (a) 2-m air temperature (K), (b)
precipitation (mm day�1), and (c) total runoff (mm day�1) for
northern South America compared to observations. Observations
are from Willmott and Matsuura (2000; air temperature and pre-
cipitation) and Fekete et al. (2002; runoff).
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have been somewhat amplified in most months by in-
clusion of the ocean component of CCSM3.0_T85 com-
pared to those seen with prescribed SSTs (CAM3/
CLM3_T85). This amplification is connected to an in-
crease of the incidence of solar radiation. Table 5 shows
the year-to-year DJF and JJA correlations between 2-m
temperature versus precipitation and downward solar
and longwave radiation. The correlations with both ra-
diative terms are positive, except that the downward
longwave correlation becomes insignificant for the un-
coupled simulation. The precipitation correlations are

strongly negative except for the DJF uncoupled simu-
lation. The correlations suggest the temperatures could
be 1 K less if precipitation were increased by about 1 mm
day�1 or absorbed solar reduced by about 10 W m�2.

4. Conclusions and discussion

This paper analyzes the land climatologies of simu-
lations by the recent publicly released CCSM 3.0. Its
control is at T85 resolution and includes an interactive
ocean. This is compared with various observational

FIG. 13. Seasonal cycle of 2-m air temperature (°C), precipitation (mm day�1), total runoff (mm
day�1), absorbed solar radiation (W m�2), sensible and latent heat (W m�2), and transpiration (W m�2)
in Amazonia (10°S–0°, 70°–50°W) for the ensemble of simulations described in the text.
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datasets and with other simulations that either have
lower resolution, or prescribed SSTs, or are earlier ver-
sions of the model. These analyses emphasize simula-
tion of the standard climatological surface air tempera-
ture and precipitation. The overall impression gained is
that the higher resolution and recent improvements
have improved simulations over land, but that some
regions and seasons have slightly deteriorated or re-
main problematical.

The most detailed examinations are of such regions
that are currently regarded as especially problematical;
these are, in particular, high northern latitudes in win-
ter, northern Africa, Tibet, and the Amazon. The ex-
cessively warm temperatures of high latitudes in winter
appear connected to a modeled excess of low clouds
and consequent excess of downward longwave radia-
tion. Its longitudinal variation is consistent with an
anomaly in low-level circulation. A cold bias in tem-
perature over North Africa is consistent with a deficit in
the overlying column water vapor, and hence a deficit
in the downward longwave radiation. Since the two
continental-scale areas of multidegree temperature
modeling errors are primarily attributable to errors in
downward longwave radiation from deficiencies in the
atmospheric simulation, it may be concluded that fur-
ther improvements in the land model alone can at best
provide modest improvements to the comparisons be-
tween modeled and observed surface temperatures.

The winter warm anomalies that persist into the

spring through the melt season may be comparably in-
fluenced by deficiencies in the parameterizations of
snow cover and its interactions with vegetation. The
potential for use of improved satellite datasets for con-
straining various vegetation properties to change simu-
lated temperatures by as much as about 1 K is demon-
strated by Tian et al. (2004a,b). In particular, they dem-
onstrated improvement in the summer high-latitude
cold biases, and the Amazon dry season warm bias. If
soil albedos and emissivity were better represented in
arid and semiarid regions (Oleson et al. 2003; Zhou et
al. 2003) again order of 1-K differences would be real-
ized.

The simulated climate of Tibet appears to have a
large excess of precipitation, especially outside the
summertime peak. Its excessive snow persists far too
long into summer and reduces surface temperatures.
Such deficiencies may result from various inadequacies
in the atmospheric model’s treatment of the moist at-
mospheric processes in the presence of this complex
lower boundary, or from deficiencies in circulation. The
excess persistence of the snow may also be contributed
to by the neglect of sublimation of blowing snow and by
albedos that are excessive in the presence of snow com-
pared to observations.

The Amazon simulation suffers from inadequate pre-
cipitation relative to that observed in most months, and
from a very dry surface during the dry season. The
latter is a response in part to the deficit in precipitation

TABLE 5. Linear correlations between DJF and JJA Amazonia (10°S–0°, 70°–50°W) 2-m air temperature and precipitation (T�P�),
absorbed solar radiation (T�SA�), and downward longwave radiation (T�LD�). Here r is the sample regression coefficient, and b is the
slope of the regression line. The units for b are K (mm day�1)�1 for T�P� and K (W m�2)�1 for T�SA� and T�LD�. Results for the
confidence level p are not shown for p � 0.1.

DJF

CCSM3.0_T85 CCSM3.0_T42 CAM3/CLM3_T85 CCSM2.0_T42

T�P� r �0.84 �0.82 �0.17 �0.91
b �0.93 �0.82 �0.15 �0.75
p �0.01 �0.01 — �0.01

T�SA� r 0.91 0.81 0.69 0.88
b 0.09 0.08 0.03 0.08
p �0.01 �0.01 �0.01 �0.01

T�LD� r 0.72 0.71 0.16 0.56
b 0.26 0.19 0.03 0.19
p �0.01 �0.01 — �0.01

JJA
T�P� r �0.82 �0.72 �0.71 �0.26

b �1.14 �1.46 �1.06 �0.57
p �0.01 �0.01 �0.01 0.07

T�SA� r 0.71 0.47 0.74 0.19
b 0.10 0.06 0.09 0.03
p �0.01 �0.01 �0.01 —

T�LD� r 0.33 0.30 0.05 0.52
b 0.08 0.06 0.01 0.05
p 0.02 0.04 — �0.01
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but is probably exacerbated by deficiencies in the cur-
rent treatments of canopy interception, soil water stor-
age, runoff, and transpiration. Improvements in these
treatments are expected to somewhat alleviate but not
remove the underestimations of precipitation and run-
off. Strong negative correlations of seasonal precipita-
tion with temperature may be coupled with oceanic
variability, especially during the rainy season, when no
such correlation is found for prescribed SSTs.
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