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[1] Satellite altimetric height was combined with approximately 1,000,000 in
situ temperature profiles to produce global estimates of upper ocean heat content,
temperature, and thermosteric sea level variability on interannual timescales. Maps of
these quantities from mid-1993 through mid-2003 were calculated using the technique
developed by Willis et al. [2003]. The time series of globally averaged heat content
contains a small amount of interannual variability and implies an oceanic warming rate
of 0.86 ± 0.12 watts per square meter of ocean (0.29 ± 0.04 pW) from 1993 to 2003 for the
upper 750 m of the water column. As a result of the warming, thermosteric sea level rose
at a rate of 1.6 ± 0.3 mm/yr over the same time period. Maps of yearly heat content
anomaly show patterns of warming commensurate with ENSO variability in the tropics,
but also show that a large part of the trend in global, oceanic heat content is caused by
regional warming at midlatitudes in the Southern Hemisphere. In addition to quantifying
interannual variability on a global scale, this work illustrates the importance of
maintaining continuously updated monitoring systems that provide global coverage of the
world’s oceans. Ongoing projects, such as the Jason/TOPEX series of satellite altimeters
and the Argo float program, provide a critical foundation for characterizing variability
on regional, basin, and global scales and quantifying the oceans’ role as part of the
climate system. INDEX TERMS: 1635 Global Change: Oceans (4203); 4556 Oceanography: Physical:

Sea level variations; 4599 Oceanography: Physical: General or miscellaneous; 4294 Oceanography: General:

Instruments and techniques; KEYWORDS: ocean, climate, heat content
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1. Introduction

[2] Despite recent advances in the state of the global
ocean observing system, estimating oceanic variability on
basin-wide to global scales remains difficult. Errors in such
estimates can be large and often go unreported in the
literature. In order to make the most accurate estimates of
oceanic variability, it is necessary to combine different types
of data into a single consistent field. In the present study,
satellite altimetric height and historically available in situ
temperature data were combined using the method devel-
oped by Willis et al. [2003], to produce global estimates of
upper ocean heat content, thermosteric expansion, and
temperature variability over the 10.5-year period from the
beginning of 1993 through mid-2003.
[3] To understand the ocean’s role in the climate system,

it is necessary to quantify the ocean’s ability to store and
transport heat. This requires the closure of regional and
global oceanic heat budgets. Because heat content is one

component of these budgets, analysis of its variability is
vital. The ocean has the largest heat capacity of any single
component of the climate system, and over the past 40 years,
it has been the dominant source of changes in global heat
content [Levitus et al., 2001]. The present analysis therefore
offers an opportunity to quantify the degree to which the
entire climate system has warmed over the past decade, and
to determine whether the rate of warming is unusual com-
pared with previous decades in the past 40 years. In
addition, the rate and geographic distribution of the
warming signal could provide the modeling community
with valuable benchmarks for testing the extent to which
observed changes in climate are anthropogenic. Realistic
coupled ocean-atmosphere climate models, for instance,
should be able to reproduce the magnitude, depth, and
extent of high-latitude warming trends such as those
depicted in section 3, Figures 4 and 9, if they are truly
the result of anthropogenic forcing.
[4] Previously, estimates of global, upper ocean heat

content variability have been created using either in situ
data alone [Levitus et al., 2000a, 2001], or from a combi-
nation of altimeter data and regression coefficients [White
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and Tai, 1995]. By directly combining in situ and altimeter
data in the present analysis, however, a more accurate
estimate of heat content is produced [Willis et al., 2003].
[5] Although there is extensive literature concerning the

present rate of sea level rise (see Douglas and Peltier [2002]
for a review), estimates of the thermosteric contribution to
sea level remain a matter of debate [Munk, 2003; Miller and
Douglas, 2004]. As with heat content, most previous
estimates of thermosteric expansion rely on in situ data
alone [Cabanes et al., 2001; Antonov et al., 2002]. An
accurate estimate of the thermosteric component of sea level
rise is necessary to close the global fresh water budget as
well as to understand the causes of global sea level rise.
[6] In addition to heat content and thermosteric expan-

sion, an estimate of subsurface temperature variability was
produced with 10 m resolution from the surface to 750 m.
The temperature maps help to characterize the cause and
extent of regional warming by illustrating the depth depen-
dence of these signals. Although it is beyond the scope of
the present work, such estimates of temperature variability
could also be used to infer geostrophic velocity, and thus
heat transport, another component of the oceanic heat
budget.
[7] Global maps depicting interannual variability in heat

content, temperature, and thermosteric expansion were
produced on a 1� � 1� � 1=4 year grid. By integrating over
these maps, global estimates of heat content variability and
thermosteric sea level rise were computed. In the following,
section 2 describes the data sets and outlines the procedures
used to produce the estimates. Analysis of the resulting
estimates is presented along with a discussion of the error
budget in section 3, and section 4 contains conclusions and
discussion of the results.

2. Data and Methods

2.1. Profile Data

[8] The set of in situ data was compiled from several
different archives and includes temperature profiles from
XBTs, CTDs, profiling floats, moored buoys (primarily
from the TAO array), and autonomous pinniped bathyther-
mographs. Approximately 1,000,000 unique profiles were
compiled from the historical archives for the period from
1993 through 2003. Profiles were retrieved from the World
Ocean Database 2001 (WOD01) [Conkright et al., 2002] as
well as the Global Temperature and Salinity Profile Program
(GTSPP), both of which are maintained by the National
Oceanographic Data Center. In addition, float profiles were
obtained from both the World Ocean Circulation Experi-
ment and the Argo project. Although these data sets contain
substantial overlap, each set contained enough unique
profiles to warrant retrieval and processing. It was therefore
necessary to detect and remove duplicate profiles. Profiles
were considered duplicates if they were colocated within
about 1 km in space and 2.5 hours in time. Figure 1 shows
the profile distribution for a typical year. Note the paucity
of profiles in the Southern Hemisphere. Also shown in
Figure 1 is a plot of profile availability for each year.
[9] Quality control flags provided by the data centers

were used to remove spurious profiles whenever possible.
Some data, however, did not undergo quality control, and
enough obvious errors remained that further quality control

was deemed necessary. Profiles were grouped into modi-
fied, 10� � 10�World Meteorological Organization (WMO)
squares. Squares that contained small amounts of data in
geographically similar regions were consolidated. In addi-
tion, some squares were split in order to group profiles with
similar properties. The result was about 300 geographically
distinct regions containing anywhere from a few hundred to
tens of thousands of profiles. All profiles in each square
were visually inspected en masse in order to remove gross
outliers. A mean profile was then computed, and any
profiles with points more than 6 standard deviations away
from the mean were removed. These procedures resulted in
the removal of about 3% of all the profiles.
[10] In addition to removing spurious data, profiles with

no data below 350 m were also discarded. A significant
number of the remaining profiles ended at depths shallower
than 750 m, the depth to which the analysis was performed.
About one fourth of the profiles are complete to 750 m, and
slightly more than half have data to 500 m. A regression
technique described by Smeed and Alderson [1997] was
used to ‘‘extend’’ these short profiles to 750 m. This was
done separately for each modified WMO square in order to
allow the regression coefficients to vary from region to
region. Enough complete profiles were available in almost
all regions to reconstruct the short temperature profiles as
well as characterize the error due to the reconstruction. For

Figure 1. (a) Profile distribution for 2000. Approximately
85,000 profiles were available for this year. (b) Time series
of yearly profile availability for the period of study.
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depth-integrated quantities such as heat content, the errors
due to the reconstruction represent about 8% of the vari-
ability in the regional boxes. This translates to approximately
8 � 108 J/m2 in heat content or 0.9 cm in thermosteric
expansion. In temperature, errors below the cutoff depth
are approximately 0.2�C or 30% of the variability.
[11] Finally, it was necessary to correct a large number of

profiles for an error that was discovered in the fall rate
equations of a widely used set of XBT probes. The linear
depth correction suggested by Hanawa et al. [1995] was
applied to all profiles that were determined to need correc-
tion. Prior to mid-1996, however, it was not common for
information regarding XBT probe type to be recorded,
making it difficult to determine exactly which profiles
should be corrected. Both the GTSPP and WOD01 data
sets provide information to assist users in determining
whether or not to correct a given profile. In the GTSPP
database, each XBT profile was assigned a status of either
‘‘needs correction,’’ ‘‘no need to correct,’’ or ‘‘unknown
probe type.’’ The correction was applied to all profiles
determined by GTSPP to need it. In the WOD01 data set,
only information regarding probe type was given. In this
data set, all XBT probes of type T-4, T-6, T-7, and Deep
Blue were corrected. Unknown profile types in both data
sets were treated in the same way. Following the criterion
used to produce the WOA01 gridded products, all unknown
XBT profiles with maximum depths less than 840 m were
assumed to need correction [Conkright et al., 2002]. In all,
XBTs account for about 400,000 profiles, and just over half
of these required correction. About 100,000 XBT profiles
were of unknown probe type, with almost all of these
occurring prior to 1996. Since equipment that automatically
applied the corrected depth equations was not in widespread
use prior to 1996, it is likely that almost all of the unknown
profiles require correction, and as expected, the maximum
depth criterion selects all but about 10,000 of the unknown
profiles to receive the correction.

2.2. Altimeter Data

[12] A merged, gridded product produced by AVISO and
containing TOPEX/Poseidon, Jason 1, and ERS 1 and 2
data [Ducet et al., 2000] was used for altimetric height
anomalies. This product provides sea surface height anoma-
lies relative to a 7-year mean from 1993 through 1999. It
consists of maps produced every 7 days on a 1/3� � 1/3�
Mercator grid. Because the maps contain data from multiple
altimeters, they are able to resolve variability on scales as
small as 150–200 km with an accuracy of a few centimeters
over most of the globe [Ducet et al., 2000]. The high grid
resolution of the maps substantially oversamples this vari-
ability so that linear interpolation (as opposed to a more
complicated spline fit or other technique) was found to be
adequate for estimating altimetric height anomalies at the
time and location of individual profiles.

2.3. Interannual Variability and the Difference
Estimate

[13] The time-mean and seasonal cycle were removed
from both the altimeter and in situ data prior to analysis.
Removal of the time-mean was necessary in order to reduce
error in the altimeter data associated with uncertainty in the
geoid. The seasonal cycle was removed in order to empha-

size interannual variability and the decadal trend. Although
altimeter data were provided as anomalies relative to a 7-year
mean, a 10-year mean over the anomalies was also calculated
and subtracted. This was done to ensure that altimetric
height anomalies and anomalies calculated from the in situ
data were referenced to the same temporal baseline (January
1993 through December 2002). The seasonal cycle was
estimated at each grid point from 3-month bin averages
over all years of altimeter data. The seasonal cycle was
calculated in this way to ensure agreement with in situ
anomalies that were computed relative to the WOA01
seasonal cycle, as described below.
[14] To remove the time-mean from the in situ data,

objective maps were made using profile data from January
1993 through December 2002. The maps were computed
using the World Ocean Atlas 2001 (WOA01) climatology as
a first guess in order to minimize the variance lost by the
objective interpolation. Mapping was done for heat content
as well as temperature on level depths every 10 m from
the surface to 750 m. As in work by Willis et al. [2003], a
two-scale covariance function was used in the mapping
procedure,

C xð Þ ¼ 0:22 exp �jxj=920 kmð Þ þ 0:78 exp � x=100 kmð Þ2
� �

;

ð1Þ

and was chosen to be consistent with the global
wavenumber–frequency spectrum for altimetric height
published by Zang and Wunsch [2001]. The maps were
estimated at each grid point using the nearest 300 data points
along with an additional 50 points selected randomly from a
15� � 15� region to help resolve variability at larger scales.
These procedures and mapping parameters were used for all
objective maps throughout the work. To remove seasonal
variability from the in situ data, the WOA01 seasonal
anomalies were used. Seasonal cycles in heat content and
thermosteric expansion were calculated from the WOA01
temperature anomalies. The seasonal anomalies are provided
as 3-month bin averages, consistent with the processing for
the altimeter data.
[15] Maps depicting interannual variability in heat con-

tent, temperature, and thermosteric expansion were calcu-
lated using the ‘‘difference estimate’’ developed by Willis et
al. [2003],

hXBTidifference estimate ¼ hXBT� a AHð Þi þ ha AHi: ð2Þ

Here XBT represents the quantity to be estimated (heat
content, temperature, or thermosteric expansion), AH is
satellite altimetric height, a is the time-averaged regression
coefficient of AH onto XBT, and brackets denote objective
mapping. The two bracketed terms on the right-hand side
of (2) are referred to as the ‘‘difference field’’ and the
‘‘synthetic estimate,’’ respectively. The estimate amounts to
an objective map of the quantity XBT using the synthetic
estimate (a AH) as the initial guess for its variability. Note
that the synthetic estimate has the same temporal and spatial
resolution as the altimeter data, whereas the difference field
can only be evaluated where in situ data are present. In
regions where profiles are abundant, the objective map
pulls the initial guess into agreement with the in situ data in
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a smooth and statistically consistent way. In regions with no
in situ data, the map tends to zero and the difference
estimate reverts to the synthetic estimate. As discussed
below, error bars on the difference estimate were calculated
using a twin experiment in which altimeter data were
treated as truth.
[16] To produce difference estimates of the various quan-

tities, heat content anomaly, thermosteric expansion, and
temperature anomaly were first computed from each in situ
profile. Heat content was calculated as the integral from 0 to
750 m of rCpT(z)dz. Thermosteric expansion was calculated
as the integral over depth of DTg(Sc,Tc + DT/2,P)dz.
Here g is the thermal expansion coefficient of seawater,
Sc is climatological salinity (S(x, y, z)) from WOA01, Tc is
temperature from the 10-year mean, and DT is the in situ
temperature anomaly relative to the 10-year mean. The
mapping procedure discussed above was used to create
maps depicting 1-year average anomalies of each quantity
on a 1� � 1� grid. A 1=4-year resolution in time was used in
order to oversample the interannual variability.
[17] The coefficient of regression a in (2) was calculated

separately for each of the modified WMO squares. This
allowed the coefficient to vary slowly with latitude and
longitude in order to reflect the varying vertical structure of
temperature anomalies occurring in different regions.
Figure 2 shows a contour plot of the regression coefficient

for heat content. Also shown is the correlation coefficient
(r), the square of which represents the fraction of variance
explained by the regression. The regression coefficient is
fairly uniform throughout the tropics, increasing somewhat
through the midlatitudes in most basins. A notable excep-
tion, however, is the Labrador Sea, where the regression and
correlation coefficients drop to zero. This reflects an inter-
annual signal in this region described by Antonov et al.
[2002] marked by a haline contraction that largely compen-
sates for the thermal expansion present there. The resulting
signal in altimetric height is small and poorly correlated
with heat content. Regression coefficients for temperature
and thermosteric expansion have similar geographic distri-
butions and are therefore not shown.

3. Results and Analysis

3.1. Heat Content

[18] The ‘‘difference estimate’’ combines in situ data with
satellite data to produce improved estimates of heat content,
temperature variability, and thermosteric expansion. The
estimate relies on a time-averaged linear regression of the
variable of interest onto altimetric height to provide an
initial guess for its variability. The objective map pulls the
initial estimate into agreement with in situ data (where it is
available) in a smooth and statistically consistent way. The
correction to the synthetic estimate, or difference field,
represents upper ocean variability that cannot be adequately
described using only the altimeter data and regression
coefficients.
[19] Figure 3 shows the interannual variability of globally

averaged, upper ocean heat content computed using the
difference estimate. A considerable warming trend is visible
in the record. The 10-year heat increase from mid-1993
to mid-2003 implied an average warming rate of 0.86 ±
0.12 watts per square meter of ocean, or 0.29 ± 0.04 pW for
this period. Also shown in Figure 3 are the heat content

Figure 2. (a) Coefficient of regression of heat content onto
altimetric height in units of 1 � 108 (J/m2)/cm. Contour
interval is 0.5 � 108 (J/m2)/cm. (b) Correlation coefficient
(r). Contour interval is 0.1.

Figure 3. Globally averaged heat content variability. Error
bars on the difference estimate (combined altimeter and in
situ data) are 2.4 � 107 J/m2 as described in the text.
Warming rates are calculated from the 10-year changes in
heat content.
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signals of the difference field and the synthetic estimate, the
two terms on the right-hand side of (2). A significant amount
of interannual variability is present in the time series of the
difference field as well as a negative trend of �0.49 W/m2.
[20] In order to calculate error bars for the global heat

content time series, the two bracketed terms on the right-
hand side of (2) are considered separately. First, we consider
the final term of (2), the synthetic estimate. Recall that the
synthetic estimate is given by the linear regression of
altimetric height onto heat content. Regression error will
be accounted for in the difference field term, so the error
due to the synthetic estimate is given by the random error in
the 1-year mean of globally averaged altimetric height.
Since the satellites provide near-global coverage and resolve
variability on scales greater than a few hundred kilometers,
this error is expected to be small. Note that the effect of
potential systematic drifts in the altimeter data is discussed
in section 3.3. With the annual cycle removed, the RMS
variability in globally averaged sea level about the 1-year
mean is 2.5 mm. The TOPEX/Poseidon altimeter samples
the global mean once every 10 days, giving a standard error
on the mean of 0.4 mm for the 1-year mean of globally
averaged sea level. Multiplying by a, this gives a random
error of 0.6 � 107 J/m2 for the second term in (2).
[21] Next, we consider the error in the first term of (2),

the difference field. Recall that the difference field is equal
to the misfit of the linear regression of altimetric height onto
in situ data. The difference field can only be evaluated,
however, at the times and locations where profiles are
available. Undersampling of the global mean by the in situ
data is therefore the largest source of error in the difference
field term. A twin experiment that treated the altimeter data
as truth was used to estimate the effect of this undersam-
pling. Although the altimeter data do not contain variability
on scales shorter than about 200 km, they do provide a very
accurate measure of globally averaged sea level and are
therefore an excellent tool for estimating the effect of
subsampling on globally averaged quantities. First, altimet-
ric height was interpolated to the time and location of each
in situ profile. The subsampled altimeter data were then
objectively mapped using the same technique as in the
difference estimate. The resulting 1-year average maps were
then compared to 1-year average maps from the complete
AVISO altimeter data set. The differences represent the
errors due to undersampling by the in situ data set. Aver-
aging over all years gives an RMS error of about 1.7 mm for
the global mean, or about 24% of the RMS signal strength
of the time series of globally averaged altimetric height.
This suggests that the relative error in predicting the global
average of a quantity from in situ data alone is about 24%.
Thus the relative error in the difference field is expected to
be 24% of its variance. Estimating the variance of the
difference field, however, is somewhat difficult. The objec-
tive maps tend to underestimate the variance of the differ-
ence field because they tend toward zero far away from the
in situ data. To account for the reduced variance, we turn
again to the altimeter twin experiment. In the twin exper-
iment, the subsampled estimate of the global mean suffered
a 14% reduction of variance relative to the AVISO maps. To
account for this in the error bar, the estimated variance of
the difference field was increased by an appropriate factor
before the 24% error bars were estimated. This resulted in a

1.2 � 107 J/m2 error bar for the difference field term of the
globally averaged heat content time series. Combining this
in quadrature with the 0.6 � 107 J/m2 error in the last term
of (2) gives a random error of 1.3 � 107 J/m2 for the
difference estimate. Random error in the estimates of the
other quantities was calculated in the same way.
[22] To calculate the error in the average warming rate,

the random error in the global mean heat content was used
as follows:

D warming rateð Þ ¼
ffiffiffi
2

p
� D HCð Þ=10 years; ð3Þ

where D(HC) is the error in an individual point of the heat
content time series. This implies a 0.06W/m2 error bar for the
warming rate. As discussed at the end of section 3.3,
however, we must account for the possibility of a small
systematic error, or bias, of approximately 0.06 W/m2 in the
warming rate. Because this error is systematic, it adds directly
to the 0.06 W/m2 random error bar, giving the 0.12 W/m2

error bar quoted above. Finally, the error bar for each point of
the heat content time series is also increased using (3) to
account for the potential systematic error. This gives the
roughly 2.4 � 107 J/m2 error bars shown in Figure 3.
[23] Although the altimeter data provide an excellent tool

for testing the effects of undersampling on the estimation of
long-term trends, the 0.12 W/m2 error bar is small, and
another check was performed to ensure that the suggested
error was reasonable. To do so, a global map of the 10-year
change in heat content was first calculated using the
difference estimate. For comparison, a similar map was
produced from an estimate of heat content made using only
in situ data. For the ‘‘in situ only’’ estimate, heat content
was objectively mapped directly from the profile data for
each year in the time series, again using the mapping
technique discussed above. The 10-year change in heat
content was then calculated from the resulting time series
of in situ only maps. Figure 4 shows the two maps of
10-year heat content change along with the data availability
over the time series. Also shown are the zonal integrals of
the maps in watts per meter of latitude. The zonal integral
was used rather than the zonal average in order to reflect the
contribution of each latitude band to the globally integrated
(or averaged) rate of heat storage. It is clear that most of the
signal in the 10-year change can be resolved from in situ
data alone. Only in the Southern Ocean, where data are
sparse, does the in situ only estimate fail to recover much of
the signal. The global rate of heat storage from the in situ
only estimate is 0.81 W/m2. This agrees within error bars
with the 0.86 ± 0.12 W/m2 warming rate calculated using
the difference estimate. Furthermore, the smaller in situ only
warming rate is consistent with the variance reduction
implied by the altimeter twin experiment when in situ data
are used to estimate a globally averaged quantity. In
addition to supporting the 0.12 W/m2 error bar quoted
above, this calculation illustrates how the use of altimeter
data to form an initial guess reduces the problem of variance
lost in the objective interpolation of undersampled data.
[24] Figure 5 shows the interannual variability in globally

averaged heat storage (the time derivative of heat content).
The curves shown in Figure 5 were calculated from 1-year,
centered differences of the heat content curves in Figure 3.
Note that the heat storage signal contains significant inter-
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annual variability. In particular, the time series shows a
rapid warming during the onset of the 1997–1998 El Niño,
followed by a slight cooling in the latter part of 1998. Error
bars for the difference estimate of heat storage can also be
calculated using (3) by changing the time step to 1 year.
This gives an error bar of 0.6 W/m2 for the time series of the
difference estimate shown in Figure 5.
[25] Although they contain significant differences, the

maps of heat content used to produce these time series are
qualitatively similar to 1-year average maps of altimetric
height. Figure 6 shows maps of heat storage calculated by
differencing the heat content maps.
[26] A large amount of interannual variability is present in

the maps with the largest signals due to the onset and decay
of the 1997–1998 El Niño. It is evident from the maps that
interannual variability in the global average is strongly

influenced by variability in the tropics, particularly in the
Pacific and Indian Oceans. Indeed, much of the interannual
variability in the time series of the globally averaged heat
storage is related to the El Niño Southern Oscillation
(ENSO). For instance, the 1995 panel shows a substantial
warming in the western tropical Pacific that marks the end
of persistent El Niño conditions that lasted through the early
1990s. A similar pattern of warming is evident in 1999 and
marks the onset of a persistent La Niña that remained
through the latter part of the time series.
[27] In order to better illustrate the patterns of variability

depicted in Figure 6, it is helpful to compute zonal integrals
over the maps of heat content. Figure 7 shows a time-
latitude plot of zonally integrated heat content variability in
Joules per meter of latitude. Again, the most prominent
feature is the 1997–1998 El Niño. Subsequent to this event,

Figure 4. Maps of 10-year change in heat content in W/m2. (a) Difference estimate (combined altimeter
and in situ data). (b) Estimate from in situ data alone. The curves on the right-hand side show the zonal
integral of the maps in watts per meter of latitude. (c) Number of in situ profile per 10� box.
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it is also possible to see the poleward propagation of a
positive heat content anomaly, beginning in mid-1997 at
about 20�S and continuing to 30�S by the beginning of
2000. A similar, although weaker, signal can be seen in the
Northern Hemisphere at approximately the same time,
suggesting that heat from the tropics propagated poleward
into midlatitudes subsequent to the large 1997–1998 El
Niño event. The importance of the tropical Pacific to
interannual variability on global scales is further illustrated
by Figure 8, which shows heat content in Joules integrated
over the region from 20�N to 20�S. For reference, global
heat content is also shown. The heat content in the tropics
remained fairly stable through the peak of the El Niño event
from late 1997 through early 1998. It then decreased rapidly
through the end of 1998 and the first half of 1999. The
global integral also shows heat lost during this time, but
somewhat less so, suggesting that some of the heat may
have been exported to the midlatitudes. The cooling, both
globally and in the tropics, gives way to rapid warming in
mid-1999 with the onset of La Niña. Without similar
estimates of oceanic heat transport and/or surface heat flux,
it is not possible to determine whether the propagation
features seen in Figure 7 are the result of oceanic heat
transport or are simply forced responses to signals in the
atmosphere. It is clear, however, that ENSO-related vari-
ability can be large enough to affect the global oceanic heat
budget on interannual timescales.
[28] In addition to ENSO, Figure 7 also shows steady

warming trends in several regions. In particular, a strong,
fairly linear warming trend is visible in the Southern
Hemisphere, centered on 40�S. This region accounts for a
large portion of the warming in the global average. Warm-
ing is also apparent at high latitudes in the Northern
Hemisphere due to warming in the North Atlantic as
previously documented by Levitus et al. [2000a].

3.2. Subsurface Temperature

[29] Maps of interannual temperature variability were
also produced using the difference estimate at depths from

the surface to 750 m with 10 m resolution in the vertical.
Although the temperature maps are too cumbersome to
publish here in their entirety, they do provide some insight
into the vertical and horizontal distribution of the warming
signal shown in Figure 3. To visualize the warming, the
10-year trend in temperature was calculated for each point
in the maps.
[30] Figure 9 shows the slope of the trend zonally

averaged as a function of latitude and depth. The most
rapid warming occurs in the Northern Hemisphere and is
due to warming in the North Atlantic. Although this warm-
ing is quite rapid, it contributes only marginally to the
global trend because the latitude band centered at 60�N
represents a small fraction of the global ocean. Strong
warming also occurs between the equator and 20�N at a
depth of about 200 m. This warming is colocated with the
interannual variability associated with ENSO and illustrated
in Figure 6. Most of this warming trend is caused by the
particular phases of ENSO sampled over the 10 years of the
time series and is not related to decadal or long-term
variability. As mentioned above, the early part of the time
series contains several years of persistent El Niño condi-
tions. The more recent years saw persistent La Niña con-
ditions, and the large 1997–1998 El Niño occurred near the
middle. For the 10-year trend, this results in a La Niña-like
warming pattern in the western tropical Pacific, coupled
with cooling along the equatorial eastern Pacific. Although
this pattern of warming is not associated with a long-term
trend, it does provide a convenient means of distinguishing
the ENSO related variability in the temperature trend maps.
[31] In contrast, the warming around 40�S appears to be

much steadier over the course of the time series, as seen in
Figure 7. In addition, this warming extends deeper and is
more uniform over the water column than the signal in the
tropics. This is also illustrated in Figure 10, which shows
maps of temperature trend at depths of 200 m and 750 m.
Although the ENSO related signal in the tropics is very
strong at 200 m, it is completely absent at 750 m. At depth,
the strongest warming occurs around Australia. In addition,
there is warming throughout most of the southern Indian
and Pacific Oceans, and below the southern tip of Africa.
All of these regions contribute to the Southern Hemisphere
warming signal in the zonal average. Also at depth, a strong
warming signal is present in the far North Atlantic where
deep water formation occurs, although as mentioned above,
this has fairly small implications for the global average.
Finally, although it is worth noting that the estimate shows
little warming in the far south near Antarctica, scarcity of
subsurface data means that the estimate relies heavily on
the altimeter data in that region. In addition, the altimetric
correlation coefficients in that region are small (see
Figure 2b), making it difficult to reach any strong
conclusions about the possibility of warming there. Nev-
ertheless, some warming is apparent south of 45�S, and is
consistent with the findings of Gille [2002], which
showed rapid warming at depths around 1000 m for
these latitudes over the past 40 years.

3.3. Thermosteric Expansion

[32] As with heat content and temperature, the difference
estimate was used to compute maps of global, thermosteric
sea level anomaly in the upper 750 m of the water column.

Figure 5. Globally averaged heat storage variability. The
thick black line is the difference (combined) estimate. The
dashed line is the synthetic estimate (altimetric height
multiplied by regression coefficients). The dotted line is the
difference field.
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The maps were then area-averaged to produce the time
series shown in Figure 11a. This curve represents the
change in global mean sea level due solely to thermal
expansion. The 10-year difference from mid-1993 to mid-
2003 gives an average rate of 1.6 ± 0.2 mm/yr for thermo-
steric sea level rise. Figure 11a also shows a recent estimate
of total change in global mean sea level as calculated by
Leuliette et al. [2004]. This curve has been smoothed with a
1-year boxcar filter for comparison with the thermosteric

estimate. For clarity, all three curves were shifted vertically
so as to cross zero in mid-1993, the point that represents the
average over the first full year of TOPEX/Poseidon data.
[33] Also shown in Figure 11a is the difference between

the total and thermosteric sea level estimates. This residual
curve potentially contains signals due to changes in ocean
salinity (halosteric), changes in ocean mass, or changes in
ocean temperature below 750 m. As suggested by Munk
[2003], the halosteric component is expected to be small

Figure 6. Maps of heat storage variability in W/m2. Each map is a 1-year average centered on the year
shown.
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compared to the changes in ocean mass. Deep ocean
temperature changes over the past 10 years, however, are
very difficult to estimate given the present data. Neverthe-
less, the work of Levitus et al. [2000a] suggests that most of
the warming signal on decadal timescales occurs in the
upper 1000 m of the ocean. With these caveats, we may
consider the residual curve in Figure 11a to be an inferred
estimate of the contribution to sea level rise due to increase
in ocean mass, which we refer to as the eustatic contribu-
tion. From the Leuliette et al. [2004] curve, the 10-year
average rate of total mean sea level rise is 2.4 mm/yr. This
implies an average rate of 0.8 mm/yr eustatic sea level rise
during the 10 years of the record. In addition, the eustatic
curve shows a large peak coincident with the 1997–1998
ENSO event.
[34] Figure 11b again shows the estimate of globally

averaged thermosteric sea level rise from the present study,
along with another estimate of the same based on yearly
maps of global temperature anomaly from Levitus et al.
[2000b]. These were the maps used by Cabanes et al.
[2001] to produce their estimate of thermosteric sea level
rise, and the curve shown in Figure 11b is equivalent to the
one published there. The Cabanes et al. [2001] curve shows
a much more rapid increase in thermosteric sea level at the
onset of the 1997–1998 El Niño event. By comparing the
maps of thermosteric sea level rise, it was found that most
of the discrepancy between the estimate presented in this
study and the Cabanes et al. [2001] estimate occurred in the
Indian Ocean. Specifically, the El Niño-related cooling

pattern in the eastern tropical Indian Ocean is poorly
sampled by the data set used to create the Levitus et al.
[2000b] maps (World Ocean Database 1998). This causes
the Cabanes et al. [2001] curve to appear artificially warm
during these years. In the present study, floats deployed as
part of WOCE program provided over 1000 profiles per
year in the Indian Ocean, beginning in 1995. These data
were not included in the Levitus et al. [2000b] maps. By
including them here, along with the altimeter data, sampling
in the tropical Indian Ocean is substantially improved. The
resulting estimate shows warming and cooling patterns
similar to those of the tropical Pacific, but opposite in sign.
[35] Because the warming rate and the rate of long-term

thermosteric sea level rise are numbers of particular impor-
tance, it is wise to check for the presence of systematic
errors in the difference estimates of these quantities. We first
consider the in situ data. It is possible for a systematic error
to be introduced by the hydrographic data through a
misapplication of the XBT fall rate correction. Although
the fall rate correction was applied to the best of our
knowledge, it is nevertheless important to quantify the
magnitude of its effect on globally averaged quantities.
The correction recommended by Hanawa et al. [1995] is
a linear increase in the depth of a profile by 3.36%. Since
temperature generally decreases with depth in the ocean,
application of the correction usually results in an overall
warming of the profile. Furthermore, most profiles of
unknown XBT probe type occur in the first few years of
the record. To quantify the effect of correcting the profiles
of unknown XBT probe type, the thermosteric sea level
curve was recalculated without applying the correction to
the unknown probes. The resulting curve was lower by
about 7 mm in the first 3 years of the record. This increases
the average rate of thermosteric sea level rise to 2.3 mm/yr
for the record, suggesting a potential systematic error of
0.6 mm/yr or about 35% of the 10-year rate. This is a very
large systematic error, and it is unlikely that the depth
correction has been improperly applied to such a large
number of profiles. Nevertheless, this calculation under-

Figure 7. Time-latitude plot of zonally integrated heat
content in units of 1 � 1016 Joules per meter of latitude.
Contours are 0.5 � 1016 J/m and the zero contour is thicker.

Figure 8. Interannual variability in heat content integrated
over the region from 20�N to 20�S (solid line) and over the
entire globe (dashed line).
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scores the sensitivity of the globally averaged time series to
the XBT fall rate correction. Since some care was taken in
the application of the fall rate correction in the present
analysis, this systematic error was not included in the sea
level rise error budget. The calculation, however, serves to
illustrate the importance of applying the correction carefully
and of disclosing the assumptions used in selecting the
profiles that received the correction.
[36] We would also like to test whether the rate of

thermosteric sea level rise, as estimated by the difference
method, is sensitive to systematic drifts in the rate of total
sea level rise as measured by the altimeter. To do this, the
slope of global mean sea level rise in the altimeter data was
artificially adjusted by adding a spatially uniform trend to
the raw AVISO altimeter data. Using this ‘‘adjusted’’
altimeter data set, the difference estimate of thermosteric
sea level was then recalculated and compared with the curve
shown in Figure 11. The rate of thermosteric sea level rise
was found to be insensitive to large changes in the trend of
the mean sea level in the altimeter data. The rate of global
mean sea level rise in the AVISO altimeter data was
2.4 mm/yr. Doubling this rate to 4.8 mm/yr or removing
the slope entirely resulted in rates of thermosteric sea level
rise of 1.9 mm/yr or 1.5 mm/yr, respectively. This suggests
that enough in situ data exist to largely determine the 10-year
rate of thermosteric sea level rise and that the difference
estimate is relatively insensitive to any systematic errors that
may be present in the altimeter data. Furthermore, this
supports the results of Figure 4, which show that in situ
data alone resolve most of the 10-year trend in the global
average. Using a conservative estimate of 1.5 mm/yr error
in the altimetric-based measurement of global mean sea
level rise implies a systematic error of 0.1 mm/yr in the
difference estimate of thermosteric sea level rise. Adding
this to the estimate of random error based on the altimeter
data gives the 0.2 mm/yr error in the rate quoted above.
Including systematic errors, individual points of the thermo-
steric sea level time series have errors of about 1.2 mm. As
mentioned above, a similar error was included in the
difference estimate of heat content. Scaling the error appro-
priately suggests the systematic error in the warming rate of
0.06 W/m2 used in section 3.1.

4. Discussion and Conclusions

[37] By combining in situ and satellite data, we have
produced estimates of global, interannual variability in
upper ocean heat content, temperature, and thermosteric
expansion for the past decade. During this period, an oceanic
warming of 0.86 ± 0.12 W/m2 occurred in the upper 750 m

of the water column. This is equivalent to 0.29 ± 0.04 pW
of warming or an increase in global heat content of about
0.92 � 1023 J over a period of 10 years. These numbers
are roughly consistent with the latter part of the 40-year
heat content time series published by Levitus et al. [2000a].
However, the rate of oceanic warming in the previous
decade is about double that of the 40-year average warming
rate reported by Levitus et al. [2000a]. Although this
represents a significant increase in the rate of warming,
previous decades show warming similar to that of the 1990s.
Figure 12 shows the warming rate calculated from 10-year
differences of the 40-year heat content time series published
by Levitus et al. [2000b] along with the rate calculated in the
present analysis. In the figure, the warming rate in the early
1970s is comparable to the present rate. This suggests that
the present rate is not outside the range of recent decadal
variations. With the present time series, it is therefore not
possible to identify whether the recent increase in ocean
warming is due to an acceleration of heat uptake by the
ocean or is simply decadal variability. An additional 5 to
10 years of data will be necessary before such a distinction
is likely to be possible.
[38] In addition to the rate of ocean warming, the large-

scale spatial patterns of heat content variability have been
estimated. These show large amounts of interannual vari-
ability in the tropics, particularly during the 1997–1998 El
Niño episode. The tropics experienced rapid heat loss
following the peak of the El Niño, some of which may
have been exported from the tropics to higher latitudes.
Although ENSO-related variability was visible in the maps
of 10-year temperature trend (Figure 10a), this pattern of
warming is likely an artifact of the short duration of the time
series, rather than a truly decadal signal. As illustrated in
Figures 9 and 10, the tropical warming and cooling signals
are largely confined to the upper few hundred meters of the
water column. In contrast, the warming signal centered on
40�S is spread more uniformly over the water column and
warms steadily throughout the entire time series (Figure 7).
This pattern of warming was noted by Cabanes et al. [2001]

Figure 9. Ten-year trend in zonally averaged temperature
versus depth and latitude. Contours are 0.01�C/yr, and the
zero contour is thicker.

Figure 10. Ten-year trend in temperature at (a) 200 m and
(b) 750 m. Note that the color scale in Figure 10b is one
third that of Figure 10a.
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and contributes strongly to the global average of 0.86 W/m2

(see Figure 4). The warming maximum in the Tasman Sea,
including its penetration to at least 800 m, has been
confirmed by high-resolution XBT transects there (P. Sutton,
personal communication, 2004). Although the time series of
globally averaged heat content appears to contain some
interannual signals related to ENSO variability in the tropics,
the long-term global warming trend is caused largely by
warming in the southern Indian and Pacific Oceans that
extends deep into the water column.
[39] The rate of global sea level rise in the twentieth

century as well as the relative contributions from thermal
expansion and mass balance remain matters of intense
debate [Munk, 2003; Miller and Douglas, 2004]. Although
the present study does not address the questions concerning
the 50- and 100-year time series at issue in this debate, it
does place stricter limits on the thermosteric contribution
to sea level rise over the most recent decade. As with
heat content, decadal variability is likely to be an impor-

tant component of thermosteric sea level rise in a 50- or
100-year time series. Thus some care must be taken not to
interpret these results too broadly in the context of the
debate over twentieth century sea level rise. It is also
important to note that error bars presented for the rates in
this work reflect random and systematic errors in each point
of the 10-year time series, and they do not reflect the error
associated with estimating the long-term, multidecadal
trend. Nevertheless, results from the present study may be
combined with recent estimates of total sea level rise to
place strong constraints on the inferred eustatic sea level
change over the last decade. The estimate of thermosteric
sea level rise shows an increase in global mean sea level
due to thermal expansion of 1.6 cm over the 10 years of the
time series. The most recent estimates of total mean sea
level [Leuliette et al., 2004] show an increase of 2.4 cm
during this time, suggesting a eustatic contribution to sea
level rise of approximately 0.8 cm over the past 10 years. In
terms of rate, these are 2.5 ± 0.4 mm/yr, 1.6 ± 0.2 mm/yr,
and 0.85 ± 0.5 mm/yr for total, thermosteric, and eustatic
sea level rise, respectively.
[40] Comparison of the thermosteric sea level rise maps

with the temperature maps produced by Levitus et al.
[2000b] suggests that undersampling of ENSO related
variability may have led to an overestimate by Cabanes et
al. [2001] of the amount of sea level rise due to thermal
expansion during the 1997–1998 El Niño event. In contrast,
Figure 11a shows no sharp rise in thermosteric expansion at
the onset of the ENSO event. This implies that during an El
Niño event, large amounts of heat are redistributed within
the ocean, but little heat is lost or gained in the global
average.
[41] As the global ocean observing system expands to

encompass a more diverse assortment of data, it is important
to develop methods for combining different data into
consistent and accurate estimates of the ocean state. The
goal of the present study was to combine satellite and in situ

Figure 12. Decadal heat storage calculated as the 10-year
difference of the 40-year time series of heat content
published by Levitus et al. [2000a]. The single point
represents the 10-year heat storage rate from the present
analysis, as calculated in section 3.1.

Figure 11. Global mean sea level estimates. (a) The dotted
line is the total mean sea level as calculated by Leuliette
et al. [2004] from satellite and tide data, smoothed with a
1-year boxcar filter. The solid line is the thermosteric
contribution to sea level, and the dashed line is the residual
of the two. (b) The solid line is the thermosteric contribution
to sea level with error bars, as calculated in the present study.
The dashed line is the estimate of thermosteric sea level rise
recalculated from Levitus et al. [2000b] data in the manner
of Cabanes et al. [2001]. For clarity, all of the curves were
vertically shifted to be zero in mid-1993.
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data to produce global estimates of interannual variability in
the upper ocean. Both data sets provide important informa-
tion about upper ocean processes, and both must be included
in order to produce the most accurate estimate. To illustrate
this, Figure 13 shows the zonally averaged, 10-year
trend in temperature as a function of depth and latitude
calculated from three different estimates of upper ocean
temperature variability. Figure 13a shows the trend calcu-
lated using the difference estimate. Figure 13b shows the
trend calculated using maps made from in situ data alone,
and Figure 13c shows the trend calculated from maps based
on altimetric height multiplied by a locally varying regres-
sion coefficient, a(x,y,z) (i.e., the synthetic estimate). It is
clear that the synthetic estimate, or the ‘‘altimeter alone
estimate,’’ poorly reproduces the vertical structure of the
warming. This is particularly true in the tropics, where the
warming and cooling patterns are shallow and have more
complex vertical structures. In addition, the altimeter sub-
stantially underestimates the warming at high latitudes in
the Northern Hemisphere. This is likely caused by the
haline contraction, which largely compensates the signal
seen by the altimeter in the North Atlantic [Antonov et al.,
2002]. Again, this warming signal makes a very small
contribution to the global average owing to the fact that
the latitude band from 60�N to 66�N accounts for a very
small portion of the global ocean. The in situ only estimate

has shortcomings as well. In particular, it does not capture
the full extent of the warming in the Southern Hemisphere
due to inadequate sampling. Finally, in addition to provid-
ing an improvement in accuracy, the ‘‘difference method’’
described here can be easily modified to incorporate addi-
tional types of data. For example, it is straightforward to
include salinity profiles for a more complete description of
steric variability or even velocity estimates, such as from
profiling floats or surface drifters, which contribute infor-
mation about the horizontal gradient of pressure and, hence,
of sea level.
[42] Much of the remaining error in the difference esti-

mates of heat content, thermosteric expansion, and temper-
ature is due to inadequate sampling by the in situ data. In
recent years, subsurface floats have begun to contribute a
substantial fraction of globally available temperature pro-
files. Once the Argo float array is fully deployed, it will
produce approximately 100,000 profiles per year, evenly
distributed over the global oceans. Although this does not
represent a large increase in profile density over the present,
the more uniform distribution of the float array is expected
to reduce the errors caused by undersampling, particularly
in the Southern and Indian Oceans. To test the effect of
Argo-like sampling resolution on error in globally averaged
time series, the altimeter twin experiment was again used.
As in section 3.1, the twin experiment was performed by
subsampling altimetric height. This time, altimetric height
was subsampled to 100,000 randomly distributed points in
time and space for each 1-year map. Comparison with the
AVISO maps suggests that the random error in globally
averaged sea level would be only 0.5 mm for a distribution
of profiles consistent with the fully deployed Argo array.
This represents a factor of 3 improvement over the random
error in globally averaged quantities that results from the
present profile distribution and availability.

[43] Acknowledgments. The altimeter product was produced by the
CLS Space Oceanography Division as part of the Environment and Climate
EU ENACT project (EVK2-CT2001-00117) and with support from CNES.
Analysis was supported by the NASA JASON-1 project through JPL
contract 961424, by the National Science Foundation through grant
OCE00-95248, and by NOAA grant NA17RJ1231. We thank E. Leuliette
and P. Sutton for their contributions, as well as A. Lombard, A. Cazenave,
and D. Chambers for input on the thermosteric sea level estimate, and
J. Dickey and S. Marcus for their comments on the estimate of eustatic sea
level rise. We also thank J. Gilson for a number of helpful suggestions and
L. Lehmann for computational assistance.

References
Antonov, J. I., S. Levitus, and T. P. Boyer (2002), Steric sea level variations
during 1957–1994: Importance of salinity, J. Geophys. Res., 107(C12),
8013, doi:10.1029/2001JC000964.

Cabanes, C., A. Cazenave, and C. Le Provost (2001), Sea level rise during
past 40 years determined from satellite and in situ observations, Science,
294, 840–842.

Conkright, M. E., et al. (2002), World Ocean Database 2001, vol. 1, NOAA
Atlas NESDIS 42, Natl. Oceanic and Atmos. Admin., Silver Spring, Md.

Douglas, B. C., and W. R. Peltier (2002), The puzzle of global sea-level
rise, Phys. Today, 55(3), 35–40.

Ducet, N., P.-Y. Le Traon, and G. Reverdin (2000), Global high resolution
mapping of ocean circulation from TOPEX/Poseidon and ERS-1 and -2,
J. Geophys. Res., 105(C8), 19,477–19,498.

Gille, S. (2002), Warming of the Southern Ocean since the 1950s, Science,
295, 1275–1278.

Hanawa, K., P. Rual, R. Bailey, A. Sy, and M. Szabados (1995), A new
depth-time equation for Sippican or TSK T-7, T-6 and T-4 expendable
bathythermographs (XBT), Deep Sea Res., Part I, 42, 1423–1451.

Leuliette, E., R. Nerem, and T. Mitchum (2004), Calibration of
TOPEX/Poseidon and Jason altimeter data to construct a continuous

Figure 13. Zonally integrated, 10-year temperature trend
in �C/yr calculated using a least squares fit. (a) Difference
estimate (combined altimeter and in situ data). (b) Estimate
made using in situ data alone. (c) Synthetic estimate
(altimeter only). Contours are 0.01�C/yr, and the zero
contour is thicker.

C12036 WILLIS ET AL.: GLOBAL OCEANIC HEAT CONTENT VARIABILITY

12 of 13

C12036



record of mean sea level change, Mar. Geod., 27(1), doi:10.1080/
01490410490465193.

Levitus, S., J. I. Antonov, T. P. Boyer, and C. Stephens (2000a), Warming of
the world ocean, Science, 287, 2225–2229.

Levitus, S., C. Stephens, J. Antonov, and T. P. Boyer (2000b), Yearly and
year-season upper ocean temperature anomaly fields, 1948–1998, NOAA
Atlas NESDIS 40, Natl. Oceanic and Atmos. Admin., Silver Spring, Md.

Levitus, S., J. I. Antonov, J. Wang, T. L. Delworth, K. W. Dixon, and A. J.
Broccoli (2001), Anthropogenic warming of Earth’s climate system,
Science, 292, 267–270.

Miller, L., and B. C. Douglas (2004), Mass and volume contributions to
twentieth-century global sea-level rise, Nature, 428, 406–409.

Munk, W. (2003), Ocean freshening, sea level rising, Science, 300, 2041–
2043.

Smeed, D. A., and S. G. Alderson (1997), Inference of deep ocean structure
from upper ocean measurements, J. Atmos. Oceanic Technol., 14(3),
604–665.

White, W., and C.-K. Tai (1995), Inferring interannual changes in global
upper ocean heat storage from TOPEX altimetry, J. Geophys. Res.,
100(C12), 24,943–24,954.

Willis, J. K., D. Roemmich, and B. Cornuelle (2003), Combining altimetric
height with broadscale profile data to estimate steric height, heat storage,
subsurface temperature, and sea-surface temperature variability, J. Geo-
phys. Res., 108(C9), 3292, doi:10.1029/2002JC001755.

Zang, X., and C. Wunsch (2001), Spectral description of low-frequency
oceanic variability, J. Phys. Oceanogr., 31(10), 3073–3095.

�����������������������
B. Cornuelle and D. Roemmich, Scripps Institution of Oceanography,

La Jolla, CA 92093, USA.
J. K. Willis, Jet Propulsion Laboratory, 4800 Oak Grove, MS 300-323,

Pasadena, CA 91109, USA. ( jwillis@pacific.jpl.nasa.gov)

C12036 WILLIS ET AL.: GLOBAL OCEANIC HEAT CONTENT VARIABILITY

13 of 13

C12036


